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Lecture 1: AlexNet and the modern Al toolkit —

entropy, cross-entropy, gradient descent, backpropagation.
Lecture 2: Reinforcement learning —

Bellman equations, Q-learning, experience replay, and self-play on Peg solitaire.
Lecture 3: Large language models —

from Transformers to reasoning models; vibe-coding a solver.

Prerequisites: Calculus, linear algebra; basic probability helpful.

Slides: http://www.monstrous-moonshine.de/~gerald/talks/AI-lecturel.pdf
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http://www.monstrous-moonshine.de/~gerald/talks/AI-lecture1.pdf

Peg Solitaire — rules and plan

@ Board: English 7 x 7 cross (33 holes).
eoe
@ Move: jump an adjacent peg oo o
horizontally /vertically over a neighbor into an 000000
empty hole; the jumped peg is removed. ®¢ee6CO0S *
_ eeo0e0o0o0o0
@ Standard start: all holes filled except the center PP
empty. oo e
@ Goal: end with a single peg in the center. Start Goal

@ Michael Collinson:
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http://www.monstrous-moonshine.de/~gerald/talks/pegsolving.mp4

Vibe Coding with GPT-5

Prompt:

I like that you vibe code a trivial solver for peg solitaire for the
english board: There are 2733 possible board positions. Looking at
the position with one peg in the middle we list all positions with

k pegs which have a valid move to a winning k-1 peg position. We also
list the move at each point. Checking for the initial 32 peg position
if it is in the winning set solves the game. Please write a short
python program implementing this simple alogithm

(note: I have a PC with 128 GB RAM).
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251 lines of solver.py (generated by GPT-5)
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# peg_retrograde.py

# Retrograde Peg Solitaire solver for the English board (33 holes).

# Finds whether the standard start (center empty) is in the winning set

# generated backwards from the center-one-peg goal. Optional path
reconstruction.

from collections import defaultdict

from typing import List, Tuple, Dict, Set

import argparse

# o Board geometry (English 7z7 cross) -----

# Valid holes: positions (r,c) with r,c in 0..6 and (r 4in 2..4 or c 1in
2..4)

# Map each walid (r,c) to a bit index 0..32

valid = []

idx_of = {}
for r in range(7):
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Board coordinates (r, ¢) used by the solver

. (0,2)[(0,3)|(0,4)
g (1,2)(1,3)(1,4)
2 2.0)2,1)(2.2)(2.3)(2.4)(2.5)((2.6)
% (3,0)[(3, 1)|(3, 2)l(&8)(3,4)((3,5)((3.6)
o (4,0)[(4,1)(4,2)(4,3)|(4,4)((4.5)((4.6)
g (5.2)((5.3)((5.4)
: (6,2)|(6,3)|(6,4)

columns c=0...6
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Solver output: layers k = 1..22 with number of solvable board positions

k=1 |layerl=1 (goal)
k= 2 |layer|=4

k= 3 |layer|=12

k= 4 |layer|=60

k= 5 |layer|=296

k= 6 |layer|=1338

k= 7 |layer|=5648

k= 8 |layer|=21842
k= 9 |layer|=77559
k=10 |layer|=249690
k=11 |layer|=717788
k=12 |layer|=1834379

k=13 |layer|=4138302

k=14 |layer|=8171208

k=15 |layer|=14020166
k=16 |layer|=20773236
k=17 |layer|=26482824
k=18 |layer|=28994876
k=19 |layer|=27286330
k=20 |layer|=22106348
k=21 |layer|=15425572
k=22 |layer|=9274496

k=23 |layer|=4792664
k=24 |layer|=2120101
k=25 |layer|=800152
k=26 |layer|=255544
k=27 |layer|=68236
k=28 |layer|=14727
k=29 |layer|=2529
k=30 |layer|=334
k=31 |layer|=32

k=32 la

er
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Solver output: one forward solution

Move 1: (5,3) jump over (4,3) to (3,3)
Move 2: (2,3) jump over (3,3) to (4,3)
Move 3: (3,5) jump over (3,4) to (3,3)
Move 4: (2,5) jump over (2,4) to (2,3)
Move 5: (3,2) jump over (3,3) to (3,4)
Move 6: (3,0) jump over (3,1) to (3,2)
Move 7: (3,3) jump over (3,2) to (3,1)
Move 8: (4,5) jump over (3,5) to (2,5)

Move 9: (4,3) jump over (3,3) to (2,3)
Move 10: (5,3) jump over (4,3) to (3,3)
Move 11: (4,0) jump over (4,1) to (4,2)
Move 12: (3,3) jump over (4,3) to (5,3)
Move 13: (2,0) jump over (3,0) to (4,0)
Move 14: (4,2) jump over (4,3) to (4,4)
Move 15: (4,4) jump over (3,4) to (2,4)
Move 16: (1,2) jump over (2,2) to (3,2)
Move 17: (2,4) jump over (2,3) to (2,2)
Move 18: (2,2) jump over (3,2) to (4,2)
Move 19: (3,3) jump over (3,2) to (3,1)
Move 20: (2,5) jump over (2,4) to (2,3)
Move 21: (6,2) jump over (5,2) to (4,2)
Move 22: (6,4) jump over (6,3) to (6,2)
Move 23: (3,0) jump over (3,1) to (3,2)
Move 24: (3,2) jump over (4,2) to (5,2)
Move 25: (1,2) jump over (2,2) to (3,2)
Move 26: (6,2) jump over (5,2) to (4,2)
Move 27: (2,0) jump over (2,1) to (2,2)
Move 28: (2,3) jump over (2,2) to (2,1)
Move 29: (4,2) jump over (3,2) to (2,2)
Move 30: (2,1) jump over (2,2) to (2,3)
Move 31: (1,3) jump over (2,3) to (3,3)
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Mathematics as seen by an Administrator

Creating the Training Data

Y
Y

Input Noisy Channel Output
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Mathematics as seen by an Administrator

Creating the Training Data

Input »| Noisy Channel > Output
digits chosen Professor lecturing scribbled drawings
from 1, 2,3 at blackboard for1, 2,3
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Mathematics as seen by an Administrator

Creating the Training Data

Input »| Noisy Channel > Output
digits chosen Professor lecturing scribbled drawings
from 1, 2,3 at blackboard for1, 2,3

Training the Classifier
Input »  Classifier > Output
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Mathematics as seen by an Administrator

Creating the Training Data

Input

digits chosen
from 1, 2,3

Y

Noisy Channel

Professor lecturing
at blackboard

Training the Classifier

Input

scribbled drawings
of 1,2 and 3

Y

Y

Output

scribbled drawings
for1, 2,3

Classifier

student trying to
understand lecture

Y

Output

best guess from
{17 27 3}
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Mathematics as seen by a Statistician

Output

Y
Y

Input Noisy Channel
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Mathematics as seen by a Statistician

Y

Input

Random variable Y € {1,2,3};
P(Y=i)=p;, i=123
3

Zi:l pi =1
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Y

Noisy Channel

probability distributions p(x | i)
of scribbled digits
x € R?®*? for each i

Output

Random variable X € R%*28
with probability distribution

px(x) = Z?Zl pi - p(x | )

September 18, 2025



Mathematics as seen by a Statistician

Input » Noisy Channel > Output
Random variable Y € {1,2,3}; probability distributions p(x | i) Random variable X € R*®*?8
PlY=i)=pi, i=1,273 of scribbled digits with probability distribution
Z?:l pi = 1 X € R28X28 for each i PX(X) = Z?:l pi - p(X | I)

Taken input and channel together we have a random variable Y x X with probability
distribution p : {1,2,3} x R®*28 R, (i, x) + p(x, ). One has p(x | i) = p(i,x)/pi.
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Mathematics as seen by a Statistician

Input » Noisy Channel > Output
Random variable Y € {1,2,3}; probability distributions p(x | i) Random variable X € R*®*?8
PlY=i)=pi, i=1,273 of scribbled digits with probability distribution
Z?:l pi = 1 X € R28X28 for each i PX(X) = Z?:l pi - p(X | I)

Taken input and channel together we have a random variable Y x X with probability
distribution p : {1,2,3} x R®*28 R, (i, x) + p(x, ). One has p(x | i) = p(i,x)/pi.

The distribution p has to be inferred by the prior knowledge (ij7Xj)j:1,...,N where N ~ 10°-10.
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Mathematics as seen by a Statistician

Input » Noisy Channel > Output
Random variable Y € {1,2,3}; probability distributions p(x | i) Random variable X € R*®*?8
PlY=i)=pi, i=1,273 of scribbled digits with probability distribution
SPopo=1 x € R***% for each i px(x) = 322 pi-p(x | i)

Taken input and channel together we have a random variable Y x X with probability
distribution p : {1,2,3} x R®*28 R, (i, x) + p(x, ). One has p(x | i) = p(i,x)/pi.

The distribution p has to be inferred by the prior knowledge (ij7xj)j:1,...,N where N ~ 10°-10.

Then the classifier is the map (Bayes classifier)

R — {1,2,3 = '
c {1,2,3}, clx) = arg max p(i|x),

sending a picture x to the most likely digit i, i.e. the i for which p(i | x) = p(i, x)/p(x) is
maximal.
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Solutions to the classification problem

o lll-posed without any further assumptions on distribution p(x, y).

o Classical machine learning: One may, for example, assume normal distributions.

e Modern deep learning: Cut R78

realised by a deep neural network.

into 3 pieces by continuous piecewise affine functions

o Latest method: Upload picture of blackboard to a vision model. Al ignores prior
knowledge {(xi, yi)}i=1,..n and scribbled digits x completely. Instead realizes that the
lecture is about Peano axioms for natural numbers and correctly reconstructs what the
Professor should had written on the board.
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Classical Machine Learning: Gaussian Model

Class-conditional model (class dependent Gaussians)

p(X|I')NN(‘LL,',Z,'), i€{132a3}a pi>0v Zpi:]--

Maximum-likelihood estimates from N; samples per class
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Classical Machine Learning: Projecting to two dimensions via a generalized eigenproblem

Scatter matrices

3
w="_ piti, Se = pilui — m)(ui — )", Sw=>_pi%i.
i=1 - ;

e With 3 classes, rank(Sg) < 2.

e Find plane W = [v1 v»] in R®* from

Sgv = ASwv, take the eigenvectors for the two top eigenvalues of 5‘7‘/155

Interpretation: W maximizes J(W) = tr((W' Sy W)~ WT SgW), i.e. between-class mean
separation relative to within-class scatter.
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Classical Machine Learning: Bayes estimates after projection to the plane

Projected parameters in R?

Bayes estimates in R2

gl(x) = ~3(x' — i) (E) U — ) — Slogdet ) + logpi,  i(x') = argmax g/(x).
1
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Deep Neural Networks: Basics

Definition (Affine Map)

A function L : R" — R, x — Ax + b, where A € Mat(m x n,R) and b € R".

Definition (ReLU (Rectified Linear Unit) function)

The function p: R — R, x — p(x) = ReLU(x) = max(0, x) = {2’ § ; 8’ extended

componentwise to p : R” — R".

Definition (Deep neural network with ¢ — 1 hidden layers))

Fix widths dy = n, di, ..., dp = m. Let L,'(X) = Ajx + b; with A; € Mat(d; X d,'_1), b; € RY .
A deep neural network is a continuous piecewise affine function ng : R” — R™ of the form

ng=1Lyopoly 10---opolyopol;.

One calls 6 = (A1, b1, A2, by, ..., Ay, by) the parameters of the net.

Gerald Hohn (K-State) & Philipp Héhn (Bonn) September 18, 2025



Deep Neural Network

input layer hidden layer 1 hidden layer 2 hidden layer 3

Figure 12.2 Deep network architecture with multiple layers.
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Deep Neural Networks: The Training

THIS 15 YOUR MACHINE LEARNING SYSTERM?

YUP! YOU POUR THE DATA INTO THIS BIG
PILE OF LINEAR ALGEBRA, THEN COLLECT
THE ANSLJERS ON THE OTHER SIDE.

WHAT IF THE ANSLERS ARE LIRONG? )

JUST STIR THE PILE UNTIL
THEY START LOOKING RIGHT.
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Deep Neural Networks: Entropy and Conditional Entropy

Physics Origin (Thermodynamic, Statistical Physics)
19th century: Carnot, Clausius, Gibbs, Boltzmann
Information Theory (Shannon 1948): A Mathematical Theory of Communication

For a random variable Y with n possible outcomes with probablities py, ... p, the entropy is

n
Ha(p1, -, Pn) = Y _ —pi - log, pi.
i=1

measuring the uncertainty about the outcome y of Y in bits.

The {Hp}n=12,.. are the unique (up to a positive constant) system of continuous functions
satisfying natural axioms about information.

After sending digit y through our noisy channel and watching x, the uncertainty about which
digit was chosen is reduced. The remaining uncertainty is measured by the conditional
entropy

HYIX) == 3 [ plx.y)- logp(yh) dx

784
ye{1,2,3} 7 XER
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Deep Neural Networks: Minimizing the Loss

Let softmax : R” — A" 1 C R”, x — (€9/ 3271 €9)i=1,...n and set gy = softmax o ny.
Training our net means finding 6 such that gy(x) becomes a good approximation for p(y|x),
so that knowing x we can predict/select the most likely digit y.

We define the loss function £(f) as the cross entropy

LO)=- S [ plxy) loganlylx) dx.

ye{1,.2,3) /xERT
One has
£O) = H(VIX)+ [ px,y) - KL b)llan( - X)) dx = Hy(Y1X).
e{1 2,3}
To minimize £(6), or more precisely its estimate £(f) = —4 SN . log go(yilxi), we use

stochastic gradient descent 0;,1 = 0; — ongLA(Ht) by estimating ng(&t) through averaging
over small samples (batches) B; of the training data set (x;, yi)i=1,..n. Gradients are
computed via backpropagation. The parameter « is called the learning rate.
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Videos on backpropagation / gradient descent and on AlexNet

3BluelBrown:

Welch Labs:
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http://www.monstrous-moonshine.de/~gerald/talks/backpropagation.mp4
http://www.monstrous-moonshine.de/~gerald/talks/alexnet.mp4

